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Classifier Selection and Ensemble Model for Multi-class 
Imbalance Learning in Education Grants Prediction
Yu Sun a,b, Zhanli Lia, Xuewen Lib, and Jing Zhanga

aCollege of Computer Science and Technology, Xi’an University of Science and Technology, Xi’an, China; 
bSchool of Safety Science and Engineering, Xi’an University of Science and Technology, Xi’an, China

ABSTRACT
Ensemble learning combines base classifiers to improve the 
performance of the models and obtains a higher classification 
accuracy than a single classifier. We propose a multi- 
classification method to predict the level of grant for each 
college student based on feature integration and ensemble 
learning. It extracted from expense, score, in/out dormitory, 
book loan conditions of 10885 students’ daily behavior data 
and constructed a 21-dimensional feature. The ensemble learn
ing method integrated gradient boosting decision tree, random 
forest, AdaBoost, and Support Vector Machine classifiers for 
college grant classification. The proposed method is evaluated 
with 10885 students set and experiments show that the pro
posed method has an average accuracy of 0.954 5 and can be 
used as an effective means of assisting decision-making for 
college student grants.
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Introduction

With the reform of the Chinese higher education system and the expansion of 
the scale of higher education, the students from poor families in colleges and 
universities, as a group, are becoming increasingly large. Identifying potential 
real poverty students has been at the center of much attention. According to 
the report on the development of Chinese student grants in 2019, various 
policies and measures set up by the government, universities, and the society 
in 2019 funded 48.176 million students from ordinary institutions of higher 
learning nationwide, with a total amount of 131.69 billion RMB. The amount 
of subsidies for colleges and universities increased by 10.787 billion RMB over 
the previous year, an increase of 12.72%. In the process of students’ shopping, 
living, daily life, entertainment, and education, the use of various data term
inals and the application of various systems will generate huge amounts of 
data. After years of development, the campus all-in-one card system has 
become more and more widely applied. Through effective integration and 
optimization of various resources, the effective allocation and full utilization of 

CONTACT Yu Sun 785100001@qq.com College of Computer Science and Technology, Xi’an University of 
Science and Technology, Xi’an, China.

APPLIED ARTIFICIAL INTELLIGENCE                    
2021, VOL. 35, NO. 4, 290–303 
https://doi.org/10.1080/08839514.2021.1877481

© 2021 Taylor & Francis

http://orcid.org/0000-0001-9498-1679
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/08839514.2021.1877481&domain=pdf&date_stamp=2021-02-26


resources have been realized. At the same time, the amount of data stored in 
the database is growing at an amazing speed. As users expect to obtain more 
detailed information from the data, which is conducive to the management of 
students. Through the statistics, analysis, and mining of the data of each stage, 
the campus resources and information are highly concentrated and integrated 
(Asif et al. 2017; Baker 2014; Dutti, Ismaili, and Herawani 2017; Gomez-Rey, 
Fernandez-Navarro, and Barbera 2016; Pena-Ayala 2014; Ramos et al. 2016).

In various real-world applications, the class distribution is imbalanced. This 
is defined as the class imbalance problem. One class (i.e. the majority class) has 
a large number of examples, whereas the other (i.e. the minority class) has only 
a few (Bi and Zhang 2018; Guo et al. 2017). Classification algorithms tend to 
classify the examples as the majority class and predict the minority class 
inaccurately, which is very important that in many real applications (Dong 
et al. 2020).

The yearly grant amount of each student is a set of money amount G = {0, 
1000, 1500, 2000}, which means a classification problem with four different 
categories. In the G, the 0 means that the student did not get any grant, while 
the other values mean that the student has gained that amount of the grant 
from the government. As is shown in Figure 1, the proportion of un-granted 
students is as high as 85%. Thus, the data is imbalanced. The un-granted class 
is the majority class, while the other three classes are the minority class. The 
proportion of students in each category is imbalanced. According to the daily 
behavior data from the student’s card, the student’s grant is predicted. 
Therefore, this problem can be regarded as a problem of multi-class data 
imbalance classification.

Figure 1. Distribution of college student grants.
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In this study, the aim of the present paper is to assess the importance of 
features in predicting the grants of college students and develop an ensemble 
model, which balances accuracy in the process of predicting the category of 
student grants.

The mainstream machine learning algorithms usually assume that the data 
set used for training is balanced, that is, the number of examples contained in 
each type is roughly equal. Training the grant prediction model on an imbal
anced data set, common classification algorithms tend to predict the examples 
as the majority class, and the classification performance of the minority class is 
reduced. The imbalanced data classification problem has become one of the 
research hotspots in the field of machine learning. In the literature, there are 
many strategies proposed for solving the imbalanced data classification pro
blem, which can be generally divided into two basic categories: the data level 
and the algorithm level (Diez-Pastor et al. 2015; Krawczyk, Wozniak, and 
Schaefer 2014; Lim, Goh, and Tan 2017; Wang, Minku, and Yao 2015; Yu and 
Ni 2014).

Resampling strategies are often employed to rebalance the sample space at 
the data level, which can be categorized into under-sampling and over- 
sampling. Under-sampling randomly decreases the majority class examples 
and may lose useful information, while over-sampling increases the minority 
class examples and may increase the risk of overfitting (Santos et al. 2018).

At algorithm level, common methods include cost-sensitive learning, 
ensemble methods, kernel methods, single-class learning methods, and sup
port vector machines (Liu and Zio 2019).

Ensemble methods, also called multiple classifier systems, have become 
a popular method for data imbalance classification. Ensemble methods boost 
several weak learners to strong learners to outperform every independent one 
(Dong et al. 2020; Mirza, Lin, and Liu 2015; Zhou 2012; Heinermann and 
Kramer 2016; Krawcyzk et al. 2017; Zhang et al. 2018). The advantages of 
adopting boosting for data imbalance classification are: (1) the model can 
avoid overfitting by combining multiple base classifiers; (2) ensemble methods 
can combine re-sampling techniques to avoid additional learning costs.

Boosting is the most popular method for ensemble learning. AdaBoost, 
proposed by Freund and Schapire (1996), has several extensions: AdaBoost. 
M1, AdaBoost.M2, AdaBoost.MR and AdaBoost.MH (Freund and Schapire 
1996, 1999). Gradient Boosting Decision Tree (GBDT) (Friedman 2001) is also 
one of the typical iterative ensemble methods. Boosting has been also applied 
in a variety of fields, such as social networks, multi-agent systems (Guo et al. 
2016; Li et al. 2021; Sun 2019; Yang et al. 2020; Zhang, Li, and Li 2019; Zhou 
et al. 2020). Most ensemble models have combined re-sampling and cost- 
sensitive strategies.

In our study, the students’ daily behavior data and on-campus one-card 
can truly reflect the students’ economic situation and serves as training 
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data. A 21-dimensional feature was constructed by extracting from stu
dents’ consumption data, borrowing data, access to the dormitory library, 
and other data. The GBDT method was adopted to adjust the weight of 
different features each time according to the misclassification rate to obtain 
a set of weak classifiers. Common classification algorithms, such as Random 
Forest (RF) (Breiman 2001), Support Vector Machine (SVM), K nearest 
neighbor (KNN), etc., were used to get another set of weak classifiers. 
Finally, the two sets of weak classifiers were combined into a strong classi
fier to predict the financial grant of the testing samples (Claesen et al. 2014; 
Farid et al. 2014; Guo et al. 2017; Tao et al. 2019; Wozniak, Grana, and 
Corchado 2014; Yao et al. 2016).

The main contributions of this work can be summarized as follows.
An imbalance multi-classification method based on feature integration and 

ensemble learning is proposed, which predicts the level of grant for each 
college student. First, we studied the feature importance and sorted the 
features by importance. Then, we studied which ensemble rule performs better 
with six representative classification algorithms. After that, we use the majority 
vote ensemble rule to combine the results of these single classifiers. Ensemble 
learning was adopted as searching optimal solutions to obtain satisfactory 
prediction accuracy. Finally, we compared our method with six different 
types of classification algorithms including SVM, shallow neural network 
(NN), KNN, RF, AdaBoost (Ada), and GBDT. The experimental results 
demonstrate that our method is usually more effective than the other six single 
classifiers on all the three accuracy measures.

The remainder of this paper is organized as follows. In the first part, the raw 
data is analyzed and feature of students’ behavior data is extracted. In 
the second part, we describe and explain the proposed method based on 
ensemble learning. The third part discusses the detailed experimental setup 
and provides a comparison against SVM, NN, KNN, RF, Ada, and GBDT. 
Finally, the last part gives a conclusion.

Data Analysis and Feature Extraction of Students’ Daily Behavior

Student Daily Behavior Data Set

The raw data is obtained by a university in 2014 and 2015, which includes the 
campus card consumption, dormitory entry record, library access, book bor
rowing, and score information.

To begin this process, we divide the data into two parts: training data and 
testing data. The training data have 10885 rows, containing real grant for each 
student. Table 1 shows the properties of the training data set, including the 
name of each table, the number of total samples, the total attributes. The 
testing data set has no grant amount and contains only student id, and there 
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are 10,783 samples. Two parts of data on student id do not intersect. Our aim 
is to predict grants for testing data.

Student Grant-related Factors Analysis

The granting of financial aid should take into account the factors of student 
performance. The student score data table includes score_train.txt and scor
e_test.txt. The score table contains student id, faculty id, and ranking. There 
are 19 faculties and the number of total students, training, and testing students 
in each faculty are shown in Figure 2. To extract the performance feature, the 
training process on the score table data was performed several times. Table 2 
provides the processed statistical features in score data.

Table 1. Description of datasets used in this study.
Table name Column name Training data size

Book borrow Student ID, borrow date, book name, ISBN 239,947 rows
Card consume Student ID, consume type, location, purpose, timestamp, amount, balance 12,455,558 rows
Dormitory entry Student ID, timestamp, direction 2,115,064 rows
Library entry Student ID, door, timestamp 1,012,747 rows
Score Student ID, Faculty, score ranking 9,130 rows
Grant category Student ID, grant amount 10,885 rows

Figure 2. Number of total students and granted students in each faculty.

Table 2. Statistical features in score data.
Index id Faculty Order Max_order Real

1 1 9 2 2933 0.000 682
2 8 6 1565 1570 0.996 815
3 10 3 1 2277 0.000 439
4 21 7 381 963 0.395 637
5 36 8 2269 2830 0.801 767
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Classification Model of College Students Grant

Preprocessing

Given raw data, it is first preprocessed by feature engineering techniques. First, 
noisy and incorrect data are cleaned up. For example, student card consump
tion records sometimes appear negative value. Second, missing values are 
imputed. Missing values are imputed according to their different properties. 
For example, if the student does not have any consumption records, it is filled 
with −1. Zero is filled when the student has consumption records in other 
times. Finally, the data are standardized.

After the standardization, data balancing is dealt with. The students' grant 
data consist of 10,885 observations, in which 9325 students receive no grant, 
741 students receive 1000 RMB grant, 465 students receive 1500 RMB grant, 
and the remaining 354 receive 2000 RMB grant. Owing to the imbalance of the 
data sample, we increase the samples funded by 1000, 1500, and 2000 RMB by 
5, 8, and 10 times, respectively. The data in each class after oversampling were 
distributed at 9325, 4446, 4185, and 3894. Then, new balanced data are 
obtained. Next, we perform a fivefold stratified cross-validation. The training 
set is divided into five stratified subsets: CV0, CV1, . . . , CV4. In each fold 
testing, taking one of them as the testing set and the rest of the data as the 
training set can greatly improve the stability of CV (cross-validation).

The Proposed Model

Past researchers have shown that bagging and boosting algorithms work well 
in building ensemble classifiers. Therefore, GBDT and Ada, two extended 
algorithms, are adopted in our model. Besides, four widely used machine 
learning algorithms, SVM, NN, KNN, and RF are also used. Nine single 
classifiers in total are adopted for the ensemble model. We build one classifier 
set using single classifiers SVM, NN, and KNN. Meanwhile, the other classifier 
set is built based on decision tree algorithms including RF, Ada, and GBDT. 
The final model combines the two set to predict the college grant, shown in 
Figure 3.

training 
data

labelled 
data

ensemble classifier 
prediction 

model

testing 
data

prediction 
results

validation 
data

feature 
extraction

data 
balancing

data 
cleaning

Figure 3. Prediction model of grant.
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As feature extraction is the input of our model, features decide the upper 
boundary of our model performance. GBDT can output feature importance, 
and set feature id according to feature importance. We first divide features into 
five feature subsets by id%5. Then, we randomly divide all features into five 
subsets. And the two sets of feature subsets are combined into 10 different 
models. The two sets of subsets are combined into 10 feature subsets. All base 
classifiers are integrated through a three-level stacking approach, as shown in 
Figure 4. In level 0, we generate 10 base classifiers by using 10 feature subsets. 
Since the classifiers at level 0 are the same, the votes of the base classifiers are 
the same. The classifiers in level 1 take the 0th layer output as input and adopt 
the maximum vote algorithm to predict the output. Voting is the most popular 
and fundamental combination method. In level 2, we take voting to combine 
different classifiers. The model with high accuracy has high voting, and the 
voting of different models is GBDT1: GBDT2: GBDT3: RF: Ada: 
SVM = 2:0.5:0.5:1.5:1.5:1.

Experiment and Results

After feature engineering, the data set is split into training data, validation 
data, and testing data. The training data consist of 10,885 observations, which 
contain a real financial grant. The testing data contain only students’ id and 
has 10,783 samples. The student id of the two parts of the data does not 
intersect. We aim to predict each student grants for testing data and finally 
evaluate the prediction results.

GBDT proportion1
feature subset 1

GBDT proportion1
feature subset 2

GBDT proportion1
feature subset 10

• • • 

Voting Classifier
(GBDT1)

Level 0

Voting Classifier
(GBDT2)

Voting Classifier
(GBDT3)

Voting Classifier
(RF)

Voting Classifier
(AdaBoost)

Voting Classifier
(SVM)

2leveL1leveL

Voting Classifier final result

Figure 4. Model integration level.
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Model Evaluation Metrics

In order to evaluate classification accuracy, we used three metrics including 
precision, recall, F1-score. Micro-averages gives the same weight to every 
class. Macro-averages compute the average for every class and was used in 
our study.

The following formulas describe calculating the precision and the recall rate 
for each class {0, 1000, 1500, 2000}, thereby calculating the sub-class F1i. 

F1i ¼
2� Pr ecisioni � Recalli

Pr ecisioni þ Recalli
(1) 

The macro-averages of precision, recall, and F1 are defined as follows: 

Pr ecisionmacro ¼

Pm

i¼1

tpi
tpiþfpi

m
(2) 

Recallmacro ¼

Pm

i¼1

tpi
tpiþfni

m
(3) 

F � measuremacro ¼
Xm

i¼1

F1i

m
(4) 

F � measuremacro ¼
Xm

i¼1

Ni

N
� F1i (5) 

where m = number of classes, Ni = the number of students in class i, N = the total 
number of students, tp = true positive, fp = false positive, and fn = false negative.

Prediction on GBDT Model

Feature Screening and Sorting
In general, the more effective features, the better, but not all features are 
positive, and the addition of some features will reduce the prediction accuracy 
(Cai et al. 2015; Liu, Du, and Tan 2014). For example, entering the dormitory at 
night to join the training, but the accuracy is reduced. After training borrow_
train.txt and borrow_test.txt, it was found that most of the granted students did 
not borrow books, so we removed the borrowing books feature from the feature 
list. Firstly, we measure the goodness of each feature. By analysis of feature 
importance in the GBDT classifier, the feature importance is shown in Figure 5.

Next, we rank the features according to the importance. Then, we select the 
top k good features and delete the features of low importance. After removing 
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the feature, we re-train the model on the validation set and check if the F1 
score rises. After experiments, we delete the features including users borrow
ing books in different categories, the colleges the users are in, daily consump
tion from Monday to Friday.

Prediction Model Based on GBDT
We extract 14 feature subsets to generate the GBDT1 model, and the predic
tion accuracy is shown in Table 3.

GBDT2 model is built on all the features, and the prediction result is shown 
in Table 4.

Generally speaking, features are not all positive. The introduction of some 
features will bring negative effects and affect the evaluation of achievements. 
For example, the features such as entering and leaving the dormitory in the 
middle of the night have led to a sharp decline in performance. The features 
were screened according to the importance of the features, and the GBDT3 
model is constructed. The results of the model evaluation are shown in Table 5.

Figure 5. Feature importance in GBDT classifier.

Table 3. GBDT1 model evaluation result.
Grant level F1 Recall Sample Precision

0 0.927 6 0.999 7 9325 0.865 2
1000 0.102 2 0.053 9 741 0.952 4
1500 0.113 6 0.060 2 465 1
2000 0.197 9 0.110 2 354 0.975
Average 0.335 3 0.306 0 2721.25 0.948 1
Std 0.397 1 0.463 1 4405.505 0.058 6
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We build different GBDT models and compare the prediction results in 
Table 5. It can be seen that feature selection has a direct impact on the 
prediction results. As we can see, the improvement of the GBDT3 model is 
quite successful, and GBDT3 can obtain better classification performance with 
feature selection than GBDT1.

Parameters in GBDT
We adopt grid search and greedy coordinate descent to tune seven parameters of 
the GBDT model. Greedy coordinate descent means to tune parameters in turn 
according to their importance to the GBDT algorithm. It is hard to grid search all 
possible combinations of the seven parameters. Experiments show that sample_
weight is the most important parameter. Hence, we first tune this parameter. 
Then, we use grid search to tune max_depth and min_samples_leaf at the same 
time. Next, min_sample_split and max_features are tuned in turn. Finally, we grid 
search learning_rate and n_estimators to obtain parameters. Parameters of min_
sample_split and min_sample_leaf have a similar function of avoiding overfitting.

Comparison and Analysis of Different Models

To provide a picture about the performance difference of these six classification algo
rithms, we firstly rank these six methods for each base classifier according to the 
accuracy. Firstly, the performance of the six classifiers are evaluated as shown in 
Figure 6. From Figure 6, we observe that GBDT, Ada, SVM, are the best base classifiers 
among the six tested in accuracy. Secondly, the base classifiers are selected. We build 
different models based on common classifiers such as SVM, RF, NN, KNN, and Ada. 
Figure 6 reveals the precision of these different models.

We observe that two combinations outperform single base classifiers sig
nificantly. This means that our proposed method is able to improve the 

Table 4. GBDT2 model evaluation result.
Grant level F1 Recall Sample Precision

0 0.928 5 0.999 9 9325 0.866 6
1000 0.114 4 0.060 7 741 0.978 3
1500 0.169 3 0.092 5 465 1
2000 0.184 1 0.101 7 354 0.972 9
average 0.349 1 0.313 7 2721.25 0.954 4
std 0.387 4 0.457 8 4405.505 0.059 7

Table 5. GBDT3 model evaluation result.
Grant level F1 Recall Sample Precision

0 0.927 7 0.999 9325 0.865 2
1000 0.094 9 0.049 741 0.973 7
1500 0.136 3 0.073 465 1
2000 0.179 5 0.098 354 0.972 2
Average 0.334 6 0.305 2721.25 0.952 8
std 0.396 9 0.463 4405.505 0.059 8
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performance of base classifiers, and it performs better than these six classifica
tion algorithms. We find that two combinations with SVM and GBDT per
form better than the SVM and GBDT in terms of accuracy.

After experiments, when GBDT1: GBDT2: GBDT3: Ada: RF: SVM ratio is 
2:0.5:0.5:1.5:1:1, we can achieve better prediction accuracy 0.954 5 shown as 
Figure 7.

Conclusion

In this study, we propose a novel college student grant prediction model based on 
feature integration and ensemble learning. Features are extracted from college 
students’ consumption, performance, library borrowing, and other data. It is 
found that classification accuracy is degraded with too less or too many features. 
And feature importance selection can achieve high classification accuracy. When 
the base classifiers have large differences the classification accuracy can be greatly 
improved by ensemble learning. Fusion with only the strong classifiers Ada or 
GBDT will encounter overfitting because our training data are not large enough. 
Experiments confirm that decision tree algorithms based on ensemble learning 
show better classification performance than non-integrated methods such as 
SVM, KNN. Combination educational domain knowledge with machine learning 
algorithms should be studied in further studies.

Figure 6. A comparison of precision in learning algorithm.
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