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Performance Evaluation of Best Feature Subsets for Crop
Yield Prediction Using Machine Learning Algorithms
Maya Gopal P. S. and Bhargavi R.

School of Computing Science and Engineering, VIT University, Chennai, India

ABSTRACT
The rapid innovations and liberalized market economy in agricul-
ture demand accuracy in Crop Yield Prediction (CYP). In accurate
prediction, machine learning (ML) algorithms and the selected
features play a major role. The performance of any ML algorithm
may improve with the utilization of a distinct set of features in the
same training dataset. This research work evaluates the most
needed features for accurate CYP. The ML algorithms, namely,
Artificial Neural Network, Support Vector Regression, K-Nearest
Neighbour and Random Forest (RF) are proposed for better accu-
racy. Agricultural dataset consists of 745 instances; 70% of data are
randomly selected and are used to train the model and 30% are
used for testing the model to assess the predictive ability. The
results show that the RF algorithm reaches the highest accuracy by
means of its error analysis values for all the distinct feature subsets
using the same training agricultural data.

Introduction

Crop production is influenced by various parameters including climate, soil
quality and fertilizer (Henryson et al. 2018; Taylor et al. 2018; Ximena et al.
2017). Crop Yield Prediction (CYP) mainly depends on two major feature
sets. One set of data contain the land usage, land preparation, applied
fertilizers, and the methods of irrigation, which depends on the farmer.
The other set of data contain environmental features such as temperature,
rainfall, and solar radiation which are controlled by nature (Shine et al.
2018). However, collecting the data which are relevant to the CYP is very
time-consuming and tedious process. Feature selection algorithms provide
the suitable features which are most related to the CYP based on their own
selection criteria. Applying the ML algorithm and tuning their parameters
based on the feature set make an accurate prediction. Researchers are work-
ing toward developing efficient methods to evaluate the prediction accuracy
based on the data which they collected (Chlingaryan, Sukkarieh, and Whelan
2018; Gonzalez-Sanchez, Frausto-Solis, and Ojeda-Bustamante 2014; Johnson
et al. 2016). As a result, the data-driven models have gained popularity and
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found applications for CYP using classical statistical and machine learning
(ML) methods. ML approaches such as Artificial Neural Network (ANN),
Support Vector Regression (SVR), K-Nearest Neighbour (KNN), and
Random Forest (RF) which are parametric or nonparametric in nature and
are heavily dominating the CYP in different agricultural data sets.

Multilayer perceptron neural network of feed-forward model has been used to
predict biomass yield using input features such as climate, soil texture, crop
rotation, soil structure, crop residues management method, depth of tillage, tillage
method, the amount of (nitrogen, phosphorus and potash) fertilizers consumed,
and efficiency of water usage. The model has a determination coefficient R of 90%
for tillage method (Mehnatkesh et al. 2012; Mobarake et al. 2014). Tracing the
relationship between the yield of rain-fed corn and the features such as soil,
climate, and management using a feed-forward, back propagation ANN model
showed that the key factor was the amount of rainfall recorded during the crop
seasons (Liu, Goering, and Tian 2001). Estimating rain-fed wheat yield using the
independent features like elevation, slope, slope direction, curvature, specific
contributing area, and moisture index, made a comparison of Spatial Analysis
Neural Network (SANN) method with the Multiple Linear Regressions (MLRs)
technique and shows that, by using features relating to topography as the inputs
the Root Mean Square Error (RMSE) in SANN with five independent variables
was 0.59 and MLR with four or five independent variables was 0.72 (Green, Salas,
and Ana Martinez 2007). Ji et al. predicted rice crop yield using artificial neural
networks in China‘s province of Fujian, also comparing the neural network
models with MLR model, using data on climatic variables and the local rainfall,
shows that the neural network model predicted better performance when com-
pared with the regressionmodel. R2 and RMSE obtained for the ANNmodel were
0.67 and 891, respectively, as against 0.52 and 1977 for the regression model (Ji
et al. 2007). Cartesian Genetic Programming technique Polak-Ribiére is used to
analyze six artificial neural network models by different training techniques to
select a model with Minimum Associated Relative Error (MARE) for predicting
the wheat production in Iran (Ghodsi et al. 2012). The inputs were the amount of
rainfall, guaranteed purchase price, the area under cultivation, subsidies, the
insurance rates, imports, population, added value of agricultural sector, and the
output was wheat production. In a bid to spot the most accurate technique,
comparisons were carried out among regression models for CYP. Drummond
et al. (2003) have compared the classical statistical model with ANNs (Drummond
et al. 2003). Similar work was carried out by Fortin et al. (2011). Ruß made
a comparison of ANNs, regression trees and support vector regression (Ruß
2009). Even as it is highly site-dependent, neural networks have been widely
popularised as a robust model, fetching valid results for reliable CYP. On the
other hand, support vector regression models have displayed a higher degree of
accuracy when compared to the ANN and regression trees for selected crop
datasets. The researchers worked with the features like rainfall, temperature,
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fertilizers, total area cultivated and method of irrigation to analyze the CYP
(Brown et al. 2018; Gonzalez-Sanchez, Frausto-Solis, and Ojeda-Bustamante
2014; Satir and Berberoglu 2016). One of the recent articles, Gonzalez-Sanchez
et al. (2014), presented a comparative study of MLR and ANN, SVR, M5-Prime,
KNNML techniques for CYP using 10 crop datasets. To validate the models they
used four accuracy metrics and the results showed that M5-Prime achieved the
lowest errors across the produced crop yield models (Gonzalez-Sanchez, Frausto-
Solis, andOjeda-Bustamante 2014). Nari and Yang-Won (2016) applied SVM, RF,
extremely randomized trees and Deep Learning (DL) to estimate the corn yield in
Iowa State and showed that DL provided more stable results by overcoming the
overfitting problem (Nari and Yang-Won 2016).

In addition, the best of our understanding, very few works were published to
evaluate and compare the ANN, SVR, KNN, and RF with distinct feature sets for
the same training data set. The two main objectives of the current work are: (a) to
evaluate the prediction accuracy of the fourML algorithms, ANN, SVR, KNN and
RF and (b) to assess the importance of distinct feature sets onML algorithms. The
feature selection algorithms used to identify the distinct feature sets are Forward
Feature Selection (FFS) algorithm, Correlation-based Feature Selection (CBFS)
algorithm, Variance Inflation Factor (VIF) algorithm, and Random Forest
Variable Importance (RFVarImp) algorithm. The statistical programming lan-
guage R is used to analyze the data due to its increased sustainability.

Data Set

The historical data of the paddy crop in the State of Tamil Nadu, in the southern
part of India, which is located in the tropical region, are used. In this research
work, the data were collected from the meteorological department of India,
agricultural department of Tamilnadu and the statistical department of
Tamilnadu. The features considered for this research work are listed in Table 1.
The used features are planting area (ha), number of tanks, number of tube wells
and open wells used for irrigation and canal length in meters for irrigation,
amount of fertilizers such as nitrogen, phosphorus and potash (kg) consumed,
seed quantity for the planting area (kg), cumulative rainfall (mm), cumulative
global solar radiation (kWhm–2), maximum, average andminimum temperatures
(°C). The collected data are cleaned and rescaled with range between 0 and 1 in
order to find the accurate prediction.

Feature Selection Algorithm

The feature selection algorithms help, feeding in only those features that are
relevant in the predictive algorithms (Oreski, Oreskib, and Klicek 2017). The
distinct feature subsets selected from the feature selection algorithm are used for
CYP. Instead of a complete set of features, feature subsets give better results for the
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same algorithm with less computational time. The main reason for using feature
selection is that (i) it enables the ML algorithm to train faster, (ii) reducing the
complexity of amodel and (iii) making it easier for interpretation. It also improves
the accuracy of a model if the right subset is chosen and reduces overfitting.
Feature selection has the potential to play an important role in the agriculture
domain, with the production depending on land use, irrigation applied, fertilizer
applied and weather parameters. Feature selection algorithm is applied to spot the
key features which have a strong correlation with crop yield (Bijanzadeh et al.,
2010). The selected features of different feature selection algorithms are listed in
Table 2.

FFS Algorithm

FFS involves iteration beginning with a null feature set, including the best feature
in each step, satisfying the certain criterion, in pursuit of the desired features. The
FFS algorithm is based on the Akaike Information Criterion (AIC) value for
feature selection. This algorithm selects the features on each step along with
previous features which are selected since these are considered with a new one.
The forward method initiates with a null set and expands it. The features selected

Table 1. Description of the dataset.
Feature ID Feature type Description

CL Predictor Canal length used for irrigation in meter
TK Predictor Total number of tanks used for irrigation
TW Predictor Total number of tube wells used for irrigation
OW Predictor Total number of open wells used for irrigation
AH Predictor Total land area used for cultivation in hectare
NF Predictor Total amount of nitrogen used for cultivation for the year
PF Predictor Total amount of phosphate used for cultivation for the year
KF Predictor Total amount of potash used for cultivation for the year
SD Predictor Total quantity of seed used for cultivation in kg
RainF Predictor Average rainfall for the year in mm
AT Predictor Average daily mean temperature registered for the year
TMin Predictor Average of daily minimal temperature registered for the year
Tmax Predictor Average of daily maximum temperature registered for the year
SR Predictor Average of accumulated daily radiation in the year
PD Target/response Total production of the year in ton

Table 2. Features selected by each feature selection method.
Features

feature
selection
methods AH CL TK TW OW SD RainF AT TMin Tmax SR NF PF KF

Forward feature selection √ √ √ √ √
Correlation based feature selection
method

√ √ √ √ √ √ √ √

Random Forest Var. Imp √ √ √ √ √ √ √
VIF √ √ √ √ √ √ √ √ √ √
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by the algorithm satisfies the lowest AIC value for forward feature selection.While
adding onemore feature on this set, the AIC value is increased. So at this point, the
selection procedure is stopped. The selection procedure and the feature selected
are listed in Table 3. It selects the features area in a hectare, number of open wells,
number of tanks, canal length, and maximum temperature used for the crop.

CBFS Algorithm

CBFS involves a heuristic evaluation function based on correlation, ranking
feature subsets towardwhich the evaluation function has a bias. The CBFS is

calculated by using merits ¼ Krcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KþKðK�1Þ

p
rff
; where K is the number of features

in the subset, rcf is the average correlation between each feature in S and
output variable C, rff is the average feature to feature pairwise correlation
between the features in S. This algorithm gives the features which are highly
correlated with production. The CBFS algorithm generates the correlation
matrix. For the dependent feature PD, all the possible independent feature
subsets are generated and their score is calculated. Based on the highest score
the subsets were selected. The highest score subset contains the features area
in hectare, number of open wells, number of tanks, maximum temperature,
fertilizer such as nitrogen, phosphorus, and potash (kg) consumed, and seed
quantity. The correlation matrix for the available data is shown in Figure 1.

VIF Algorithm

VIF method, which is used to remove the correlated independent features, is
extremely quick, using a one-pass search over the predictors. It is
a computationally efficient method of testing each potential predictor for addition
to the model. VIF regression probably avoids model over-fitting. VIF is calculated
by using the formula VIF ¼ 1

1�R2
i
. VIF-based feature selection algorithm checks

the collinearity among the independent features and selects the independent
features with less colinearity between them. The algorithm checks the colinearity
of the features individually and it requires more computational time. Among the
independent features in the available data AH, SD, NF, PF and KF are colinear. So

Table 3. Forward feature selection procedure by using AIC.
Feature subset AIC value Selection procedure

{ } −1569.58
{AH} −2462.11 ↓

(AH, OW} −2516.1 ↓

{AH, OW, TK} −2528.66 ↓

{AH, OW, TK, CL} −2533.53 ↓

{AH, OW, TK, CL,Tmax} −2534.84 Stop
{AH, OW, TK, CL, Tmax, NF} −2534.8 ↑
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only one independent feature AH is selected from the feature set and all other
features were removed from the feature set. The other features such as CL, TK,
TW, OW, RainF, AT, Tmin, Tmax, and SR are selected since the non-colinearity
of the features. The features which are selected by the VIF algorithm are planting
area (ha), number of tanks, number of tube wells, and open wells used for
irrigation and canal length in meters for irrigation, cumulative rainfall (mm),
cumulative global solar radiation (kWh m–2), maximum, average, and minimum
temperatures (°C). The features and its VIF value are given in Table 4.

RFVarImp Algorithm

Random forests is an ensemble learning method for classification and regression.
These operate by constructing a multitude of decision trees at training time and
delivering the class, i.e., the mode of the classes (classification) or mean prediction
(regression) of the individual trees. Random forests use a modified tree learning

Figure 1. Correlation matrix of crop yield production data.
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algorithm that selects, a random subset of the features, at each candidate split in
the learning process. This algorithm selects the variables based on their impor-
tance with respect to the response variable production and the features are selected
based on the node purity. In this work, the node purity threshold is set as amedian
of the node purity values. The node purity value above the median value feature is
selected. The features selected by RFVarImp are area in hectare, number of open
wells, amount of fertilizers such as nitrogen, phosphorus, and potash (kg) con-
sumed, seed quantity for the planting area (kg). The features and its node purity
are listed in Table 5.

ML Algorithms

ML algorithms build the computers to automatically improve the efficiency.
The ML techniques focus on the predictive accuracy of models rather depending
on the data modeling in statistics (Breiman 2001). Without or minimal human
intervention, the ML gives better decision-making support. In this research work,

Table 5. Features and its node
purity based on RFVarImp.
Feature IncNodePurity

CL 0.4251797
TK 0.8106956
TW 0.3285912
OW 0.7854444
AH 4.0762534
RainF 0.3095985
AT 0.4484184
Tmin 0.1812348
Tmax 0.1778059
SR 0.1823419
NF 4.3358796
PF 4.5037572
KF 4.6039728
SD 4.0677608

Table 4. Features and its
VIF value.
Feature VIF value

CL 1.405580
TK 1.998218
TW 1.463954
OW 1.093255
RainF 1.055797
AT 1.544300
Tmin 1.147031
Tmax 1.269596
SR 1.030926
AH 2.285810

APPLIED ARTIFICIAL INTELLIGENCE 627



the ML algorithms, namely, ANN, SVR, KNN, and RF are used to analyze the
CYP. The aforementioned algorithms, the tuning parameters play a major role in
producing high prediction accuracy. Each algorithm has its own tuning para-
meters and its procedure for tuning. Based on different crop feature subsets, the
tuning parameter values of ML algorithms may vary to achieve optimum accurate
prediction. The predicted results under the optimal parameter of each algorithm
are used for comparison. The algorithm of predictive algorithm with distinct
feature subsets is given below.

Algorithm

Predictive algorithm with distinct crop feature subset

Input : Number of features X : = {x1,x2,x3,………….xn}
Output : Predicted yield value Y

Step 1 : Input the numer of features which are correlated with crop yield .
X : = {x1,x2,x3,……………,xn}

Step 2 : Apply the feature selection algorithm.(FSA)

Step 3: If FSA: = Forward FSA then goto step 6
Elseif FSA: = CBFS(Correlation Based Feature Selection) then goto
step 7
Elseif FSA : = VIF(Varience Inflation Factor) then go to step 8
Else FSA : = RFVarImp(Random Forest) then go to step9

Step 4: Apply predictive algorithm and then find the predicted yield

Step 5: If predictive algorithm : = ANN or SVR or RF or KNN then
/* ANN – Artificial Neural Network, SVR -Support Vector
Regression
RF – Random forest, KNN – k-Nearest Neighbour */

{
Apply distinct feature subsets(Xsubset)
Compute predicted value Y
Calculate the accuracy using performance metrices

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 yi � ŷi
� �2
n

s

628 MAYA GOPAL P.S. AND BHARGAVI R.



R ¼
Pn

i¼1 yi � �yð Þ ŷi � ŷ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 yi � �yð Þ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ŷi � ŷ

� �2qr

MAE ¼
Pn

i¼1 yi � ŷi
�� ��
nð Þ �yð Þ

� �

}
Step 5: End
Step 6: Procedure FFSA

X : = {x1,x2,x3,….xn}
Calculate AIC value for each features

AIC :¼ AIC ¼ N lnðSSerror
N

Þ þ 2K

If xi : = lowest AIC value then x subset = {xi}
Repeat
{

i : = 1
Calculate AIC value for each subset of X with i + 1 features
when i features are are already exists in the subset which has
lowest AIC value.
i = i + 1

Until Xsubset AIC value is greater than previous subset
Return Xsubset : = {x1,x2,x3,….xn}

Step 7: Procedure CBFS
X : = {x1,x2,x3,….xn}

Generate the nxn correlation matrix for the entire features
space.
Calculate the score of each feature subset by using

merits ¼
Krcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K þ KðK � 1Þp
rff

;

Select the feature subset Xsubset which is having the highest
score

Return Xsubset : = {x1,x2,x3,….xn}

Step 8: Procedure VIF
X : = {x1,x2,x3,….xn}

Calculate VIF value for each feature VIF ¼ 1
1�R2

i
Check the colinearity between the features in the set based on
its VIF value.
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If VIF > median of VIFs the remove the feature
Else select the feature.

Return Xsubset : = {x1,x2,x3,….xn}

Step 9: Procedure RFVarImp
X = {x1,x2,x3,….xn}

Calculate the importance of each feature by using random
forest algorithm .
Find the node purity value
If node purity > median of node purity value the select the
feature.

Return Xsubset : = {x1,x2,x3,….xn}

Artificial Neural Network

ANN is a computational model which mimic the human nervous system.
The ANN is commonly applied to predict crop yield (Akbar et al. 2018;
Monisha Kaul and Hill 2005; Torkashvand, Ahmadi, and Nikravesh 2017). It
has three layers, namely, input layers, hidden layers, and output layer. The
input layer consists a number of neurons which are equivalent to the number
of input features, and the output layer has only one neuron which is crop
yield. In this work, feed-forward neural network with backpropagation train-
ing algorithm is applied to find accurate crop yield. The number of input
neurons differs based on feature sets which are obtained by using feature
selection algorithms. The only tuning parameter of the algorithm is the
number of hidden neurons in order to achieve better prediction. The number
of hidden neurons may vary based on the number of input features.

Based on the number of features the number of hidden layer neuron is
changed in order to obtain the accurate prediction. In this work, we applied
a trial-and-error method, to select the number of hidden neurons. (Hill 2010;
Shamseldin 1997). In RFVarImp, the number of features selected is 7.
Therefore, four neurons are selected for the hidden layer. The neural network
for RFVarImp-based feature subset is shown in Figure 2. In CBFS, the
number of features selected is 10. Therefore, seven neurons are selected for
the hidden layer. The neural network for CBFS-based feature subset is shown
in Figure 3. In VIF, the number of features selected is 10. Therefore, seven
neurons are selected for the hidden layer. The neural network for VIF-based
feature subset is shown in Figure 4. In FFS, the number of features selected is
5. Therefore, three neurons are selected for the hidden layer. The neural
network for FFS-based feature subset is shown in Figure 5.
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Support Vector Regression

SVR is commonly used in crop yield prediction (Gu et al. 2016; Ying-Xue, Huan,
and Li-Jiao 2017). One of the advantages of this method is that mathematical
analysis is relatively easier because nonlinear problems related to the input space
are expressed by being matched with linear problems of high-dimension feature
space (Hearst et al. 1998). In SVR, radial basis function kernel is commonly set to

Figure 3. Neural network for CBFS-based feature subset.

Figure 2. Neural network for RFVarImp-based feature subset.
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achieve better predictive performance (Nanda et al. 2018; Zhang and Huihua
2013). The tuning parameters of cost (C) and the kernel width (γ) are need to be
set for RBF to obtain an accurate prediction. The C and γ value may vary in each
and every feature subset. In order to obtain the optimal value of γ and C for each
best feature subsets, SVR is tuned. The C value set the range between 10 and 100
and γ value set the range between 0 and 3, each step is increased by 0.1 to obtain

Figure 5. Neural network for FFS-based feature subset.

Figure 4. Neural network for VIF-based feature subset.
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the optimal value. This procedure is applied to all distinct feature subsets. The γ
and C values for different feature subsets are tabulated in Table 6.

k-Nearest Neighbor

The KNN is a non-parametric approach (Denoeux, Kanjanatarakul, and
Sriboonchitta 2015). The KNN approach is used for predicting the crop yield
(Gonzalez-Sanchez, Frausto-Solis, and Ojeda-Bustamante 2014; Hansen and
Indeje 2004; Shakil Ahamed et al. 2015). The KNN algorithm, k is the tuning
parameter which plays a major role to obtain the accurate prediction. It finds
a group of k sample (training data) that are nearest to unknown samples (test
data). From these k samples, the unknown samples are determined by calculating
the average of the response variable. The parameter of k is determined by using
elbow criterion method. Figure 6 shows the relationship between elbow value and
the number of clusters for different feature subsets. The optimal k value for all
feature subsets obtained for the current work is 22.

Figure 6. The relationship between elbow value and the number of clusters for different feature
subsets.

Table 6. The γ and C values for different feature
subsets.
Feature subset γ value C value

FFS 0.3 15
RF varImp 0.2 25
VIF 0.1 10
CBFS 0.1 12
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Random Forest

RF is an ensemble ML algorithm. RF is used to predict the crop yield
(Dharumarajan and Rajendra Hegde 2017; Gonzalez-Sanchez, Frausto-Solis,
and Ojeda-Bustamante 2014; Mathieu and Aires 2018). In RF, the prediction
is based on averaging the randomized forests. In order to implement the RF,
two parameters such as the number of trees (ntree) and the number of
features in each split (mtry) have to setup. The accuracy of the prediction
is based on these parameters. The parameters ntree and mtry may vary one
feature subset to another feature subset. In order to obtain the optimal RF
model for accurate prediction, ntree = 100, 500, and1000; mtry = 1:15 with
a step size of 1 are fixed for this study and values for both parameters are
tested and evaluated. The FFS feature subset achieved less RMSE value when
the mtry = 3 and ntree = 1000. The CBFS feature subset achieved less RMSE
value when mtry = 9 and ntree = 1000. The VIF feature subset achieved less
RMSE value when mtry = 6 and ntree = 1000. The RFVarImp feature subset
achieved less RMSE value when mtry = 12 and ntree = 1000. The different
mtry and ntree values for distinct feature subsets of different algorithms
show a similar pattern. The different mtry and ntree values for distinct
feature subsets of RF algorithm are shown in Figure 7.

In addition to that the out-of-bag (OOB) error decreased sharply when ntree
increased from 1 to 100.When ntree increased from 101 to 200, different feature
subsets of the OOB error are slightly high and low in certain ntrees. When ntree
increased from 200 to 400, the effect is same like 100 to 200. When ntree

Figure 7. Effect of the number of trees and the number of random split variables at each node
(mtry) of distinct feature subsets of RF algorithm.
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increased from 400 to 600 and 600 to 800, the trend is same like 100 to 200.
When ntree increased from 800 to 1000, OOB error is decreased. Therefore, for
all the distinct feature subsets the ntree value is 1000. The (OOB) error of distinct
feature subsets for the RF algorithm is shown in Figure 8.

Performance Metrics

In order to analyze the performance of the algorithms, three of the most
commonly used accuracy metrics of regression models were used: RMSE,
correlation coefficient (R), and the relative mean absolute error (MAE)
(Hand, Mannila, and Smyth 2001). The RMSE measures the difference
between the actual and estimates, exaggerating the presence of outliers
(Han and Kamber 2006). The researchers used RMSE as one of the
important parameters to analyze the performance of CYP models (Liu,
Goering, and Tian 2001). The correlation coefficient (R) is also included,
which measures the linear relationship between regression model predic-
tions and the real values. MAE is the average of differences in estimations
(in physical units).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 yi � ŷi
� �2
n

s

Figure 8. The relationship between out-of-bag (OOB) error and the number of trees of distinct
feature subsets for random forest algorithm.
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R ¼
Pn

i¼1 yi � �yð Þ ŷi � ŷ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 yi � �yð Þ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ŷi � ŷ

� �2qr

MAE ¼
Pn

i¼1 yi � ŷi
�� ��
nð Þ �yð Þ

� �

The current work is the first study reporting and comparing the performance of
different ML algorithms in combination with different feature selection algo-
rithms. Each of the ML algorithms have provided varying degree of prediction
accuracy as per the features selected using the feature selection algorithm.
Prediction accuracy of different ML with different feature sets selected by differ-
ent feature selection algorithms is calculated and analyzed by RMSE, MAE, and R
performance metrics. Tables 7, 8, and 9 shows the results of RMSE, MAE, and
R metrices for all evaluated techniques in different features‘ subset.

Table 8. MAE value of different machine learning algorithm with different feature subsets.

Machine learning algorithm

Feature subset algorithm ANN SVR KNN RF

FFS 0.064 0.065 0.089 0.055

CBFS 0.080 0.080 0.065 0.060

VIF 0.070 0.070 0.070 0.056

RFVarImp 0.063 0.063 0.061 0.060

Table 7. RMSE value of different machine learning algorithm with feature subset.

Machine learning algorithm

Feature subset algorithm ANN SVR KNN RF

FFS 0.098 0.099 0.127 0.085

CBFS 0.104 0.118 0.098 0.093

VIF 0.106 0.106 0.091 0.088

RFVarImp 0.102 0.098 0.082 0.093

Table 9. R-value of different machine learning algorithm with different feature subsets.

Machine learning algorithm

Feature subset algorithm ANN SVR KNN RF

FFS 0.92 0.92 0.87 0.93

CBFS 0.91 0.88 0.92 0.92

VIF 0.91 0.90 0.94 0.94

RFVarImp 0.91 0.92 0.94 0.93

636 MAYA GOPAL P.S. AND BHARGAVI R.



Performance of the Predictive Algorithms

Figure 9a–d shows the scatterplot of predicted versus observed value of the
model that is trained and evaluated for dependent variable for different
predictive algorithms with the input features selected by different feature

Figure 9a. The scatterplot of predicted versus the observed value of ANN.

Figure 9b. The scatterplot of predicted versus the observed value of the SVR.
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selection algorithms. It is demonstrated that the RF model input supplied
with FFS models show more closeness between the actual and predicted
values. It indicates that this model is good to predict the CYP. In all the
other cases it clearly indicates that the outliers are more and the prediction is
poor compared with RF with FFS. The RF with FFS handle the data well, and

Figure 9d. The scatterplot of predicted versus the observed value of RF.

Figure 9c. The scatterplot of predicted versus the observed value of KNN.

638 MAYA GOPAL P.S. AND BHARGAVI R.



the other models might be better suited to extrapolating from training data
with short values to obtain accurate CYP.

Discussion

As per the agricultural data, there is no benchmark data sets. Data are area
sensitive. Therefore, it is very difficult to compare the performance accuracy
with other data sets. From area to area the value of each variable may vary.

The predictive ability of ANN, SVR, KNN and RF algorithms with distinct
feature subsets which are selected by FFS, CBFS, VIF, and RFVarImp selec-
tion algorithms are in Table 7, Table 8 and Table 9. The predictive ability is
calculated by RMSE, MAE, and R metrices. Considering the RMSE value of
different predictive algorithms with distinct feature subset, the RF algorithm
headed the top position. FFS with RF has 0.085, ANN has 0.098, SVR has
0.099 and KNN has 0.127. Similarly, CBFS with RF has 0.093, KNN has
0.098, ANN has 0.104, and SVR has 0.118. The VIF with RF has 0.088, KNN
has 0.091, ANN has 0.106, and SVR has 0.106. The RFVarImp with RF has
0.093, KNN has 0.082, SVR has 0.098, and ANN has 0.102. Based on overall
performance of all the algorithms RF is the good predictive algorithm.
Considering distinct feature subsets FFS gives good accuracy.

Considering the MAE value of different predictive algorithms with distinct
feature subset, the RF algorithm headed the top position. FFS with RF has 0.055,
ANNhas 0.064, SVR has 0.065, and KNNhas 0.089. Similarly, CBFS with RF has
0.060, KNN has 0.065, ANN has 0.080, and SVR has 0.080. The VIF with RF has
0.056, KNN has 0.070, ANN has 0.070, and SVR has 0.070. The RFVarImp with
RF has 0.060, KNN has 0.061, SVR has 0.063, and ANN has 0.063. Based on
overall performance of all the algorithms, RF is the good predictive algorithm.
Considering distinct feature subsets FFS gives good accuracy.

The R-value of different predictive algorithms with distinct feature subset,
the RF algorithm headed the top position. FFS with RF has 0.93, ANN has
0.92, SVR has 0.92, and KNN has 0.87. Similarly, CBFS with RF has 0.92,
KNN has 0.92, ANN has 0.91, and SVR has 0.88. The VIFFS with RF has
0.94, KNN has 0.94, ANN has 0.91, and SVR has 0.90. The RFVarImp with
RF has 0.94, KNN has 0.94, SVR has 0.92, and ANN has 0.91. Based on
overall performance of all the algorithms RF is the good predictive algorithm.
Considering distinct feature subsets FFS gives good accuracy.

It is observed that the RF algorithm works well in all the four distinct
feature subsets. If the feature subset is highly correlated with the dependent
variable and less correlation with the independent variable and based on the
importance of each features KNN is more sensitive next to RF.

According to the results of this study, a random forest is a useful algorithm
for prediction of crop yield using the input parameters related to the features
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like area in hectare, number of open wells, number of tube wells, canal length
and maximum temperature.

Conclusion

The predictive ability of ANN, SVR, KNN and RF algorithm with distinct
feature subsets which are selected by FFS, CBFS, VIF, and RFVarImp are
evaluated and compared with each other. The features which are selected by
FFS with RF algorithm produces the highest accuracy. It is concluded that
the features such as production area, canal length, open well, tanks and
maximum temperature which are selected by FFS algorithm give better
accuracy when it is applied with RF algorithm.
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